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It is hardly an exaggeration to observe that the Internet has had, is having, and will have a major impact on research methods at every stage of the research process, and beyond. As is by now well-known, much of the technical foundation for the Internet was laid during the 1960s by research on computer networking carried out under the auspices of the Advanced Research Program Agency of the United States Department of Defense, and at the National Physical Laboratory in the United Kingdom (an engaging historical account can be found in Naughton, 1999). A period of slow and steady growth followed with the Internet increasingly taking on an international, and heavily academic, character. The introduction of the World Wide Web fostered a period of substantial expansion in use of the Internet, opening the way for a period of commercial and institutional exploitation and utilisation that still continues today.

That researchers across a wide range of social science disciplines were attracted to the potential of online methods is not entirely surprising. Social science researchers have often responded quite readily to shifts in the nature and scope of the technologies available to them. One thinks of the adoption of computer-assisted interviewing methods in survey research (Tourangeau, 2004), and the advent in the 1980s of computer packages for the analysis of qualitative data (Fielding and Lee, 1998). The impact of sound recording on the emergence, growth and popularity of depth interviewing methods might also be an example (Lee, 2004). By the 1990s, the Internet had moved 'with a certain rapidity and inexorability' (Jones, 1999, xii) into the public eye. As Hine (2005) points out, there were few barriers to entry into the field. Social scientists, by and large, had ready access to the Internet, and younger researchers, especially, had the skills necessary to exploit the research opportunities afforded to them.


As well as its effect on academic research, the Internet has facilitated and, arguably, stimulated, a trend to research by 'ordinary' citizens. From a professional researcher's perspective, lay researchers may have a century or more of lessons in social research methodology to catch up on, but citizen research looks like a trend that it would be futile to try to brake and, in any case, citizen research is surely a good thing at a time when disengagement from established political institutions is widely remarked. It could also lead to some improvement in the accessibility and design of online information resources, on the grounds that lay people will not put up with the more forbidding kinds of information resource that the technically proficient may presently tolerate. Certainly there is evidence that general use online resources are much more usable than those directed at professional users. For example, users required less time to find similar information from search engines like Google compared to an official, government department search engine (Statistics Commission 2007: 50-54). Moreover, given that Internet businesses research the users of their services; Google, for example, has apparently compiled psychological profiles of Web users who play online games ('Google may use games to analyse net users', The Guardian, 12 May 2007), the ability of lay people to research online businesses seems an increasingly necessary quid pro quo. The trend to lay research seems little more than a necessary leveling of the playing field in the 'global information society', particularly if one draws into the account the convergence of mobile communications and Internet services to form the 'network society' (Castells 1996; Castells et al 2006).


In a recent article Latour (2007) instructively compared the old technology of the book with the new affordances of the Internet. He observed that, apart from the number of copies sold and the number of published reviews, a book left few traces. If readers swapped impressions of the book there was seldom any record of such exchanges. He contrasted this with present levels of digitisation, where every click of every element of a myriad of digital encounters and transactions becomes increasingly available for a second degree data mining operation. Both the inputs and the outputs that sustain the inner workings of our private worlds are increasingly traceable. In this sense, the psychological has become visible like the social. For Latour, this spells the end of the distinction between the social and the psychological, because that distinction was largely an artefact of the asymmetry between the traceability of various types of symbolic carrier systems that make us social beings. 

Another distinction that is challenged is that between a rumour or a fad, and real, hard news. This distinction is not disappearing, instead something more interesting is happening. The change is that instead of a few large organizations having access to wide audiences, now almost everyone with a web page or a blog can be read by anyone else.  'News' used to be defined by what was printed or broadcast by the large media organizations. They were gatekeepers. This led to a binary distinction between rumor and hard news. Now the large organizations can no longer act as gatekeepers. They no longer control the definition of 'news'. Consequently, the binary distinction has broken down and we see a continuum. 'News' is still what is printed by major newspapers and magazines, but it is also available on blogs and places like the Drudge Report web site.  In this environment it shades more easily into rumor or fiction. This movement from a 2-category distinction to a continuum is why judging quality and accuracy has become much more difficult. Given the potential for mischief and misinformation, the need to understand the capacities and pitfalls of online research methods is not only vital to the research community but seems to constitute an important element in responsible citizenship.

  
Thus, the terrain occupied by online research methods is by now quite large and quite variegated. It is also complex and rapidly changing. The Internet has affected research capacities in all fields of scientific endeavour but it is arguable that it is of particular importance to the social sciences, both because it offers technological means to address some previously intractable problems of social science methods and because it provides a picture of the overall contours of contemporary human knowledge, albeit one that is very large, very unruly and constantly changing. It nevertheless feels like no coincidence that the founders of Google made just one academic reference in their original patent, to a chapter by the sociologist Robert K. Merton about citation patterns. The need for a timely, comprehensive, and accessible source of information on online methods, a Google Earth view, if you will, seems to us an obvious one. It is with this in mind that we have brought together a range of contributions relating to online research methods, broadly conceived, from authors who are themselves users, early adopters, and innovators in the application of online methods to social science research. 

It is important from the outset to be clear about what this Handbook does not set out to do. While the social relations associated with Internet research have received much attention, and this dimension is important in understanding some user issues and applications, the topic is not central to discussions here. The same is true concerning theoretical discourses on the wider social significance of the Internet, World Wide Web, and online interaction more generally (for such matters, see, e.g., the contributions to Howard and Jones 2003). It is not that we regard these matters as unimportant. However, our primary purpose is to explore the methodological dimensions of the Internet and online research, and to comment on their implications.

We have also foregone the opportunity to address a number of other relevant topics. Since in this Handbook we mostly have regard to the instrumental relevancies that surround the process of researching on, in, and through the Internet, we take a ‘substrate’ view of infrastructure (Star, 1999; Star and Ruhleder, 1996). That is, we ignore, rather than foreground, the historically contingent and socially constructed nature of the Internet as a human product. So too, we take largely as a given the standards, protocols, mechanisms, and material artifacts that underpin the Internet and allow it to function as a set of ubiquitous, reliable, relatively standardised, and widely shared tools and resources. We also do not address in any systematic way the drivers of methodological innovation in the social sciences. As Jankowski and van Selm (2005) point out, a focus on the newness of the Internet tends to obscure the extent to which methodological innovation has been a recurrent feature of the social sciences for at least a century. How new methods emerge, are taken up or ignored, readily accepted or struggled over, are successful or fail miserably, are all important questions the answers to which would do much ultimately to aid methodological understanding. For the most part such questions have had to be studied retrospectively (see, e.g. Platt, 1996). As DiMaggio et al (2001: 308) suggest, the rapid growth in the Internet provides 'a once-in-a-lifetime opportunity for scholars to test theories of technology diffusion and media effects during the early stages of a new medium’s diffusion and institutionalization'. Regretfully, we are unable to take the opportunity to explore in a prospective manner the social processes by which new online methodologies come to be adopted, diffused, and used. Our focus remains pragmatically on the current practice and potential of these methods.

New methods throw up unexpected challenges and opportunities and place old problems in a new light. Technological change often makes resolvable previously intractable problems and bottlenecks. However, in thinking about technological innovation in social research, it seems important to steer a path between a number of different positions. Quite obviously one of these is the kind of naive enthusiasm that is largely a matter of being in thrall to the latest fads and foibles. The newness of a method can lead to unthinking application and a distancing of users from the craft aspects of a particular methodological approach. Hine (2005) notes that areas that are new, publicly visible and attractive to funders, as the Internet was in the 1990s, tend to attract hype and undiscriminating enthusiasm. One implication here might be that new methods are used, not because they are appropriate to particular situations, but because they are easy, novel or fashionable (on these issues in relation to the application of computer methods to qualitative data analysis, see Fielding and Lee, 1998). For any given innovation someone has to be an early adopter. However, just as in artistic experimentation, where what seems outrageous to established taste might be, from the artist’s point of view, a subtle exploration of where the boundaries of possibilities lie, so too it is important methodologically to assess what we gain and what we lose with any new way of doing things. This suggests that any assessment of Internet methodologies needs to be sober enough to undermine exaggerated claims but open-minded enough to spot potentiality where it exists.

Methodologists tend to be cautious innovators. Enthusiasm about the possibilities inherent in new methods and approaches is often tempered by the long tradition of concern about the problems inherent in any method; for example, the classical issues of validity and reliability. When they act as change agents methodologists frequently remain sceptical of grand claims, seeking to embed discussion in rather traditional concerns about the adequacy of methods to deliver on their promise. Often this scepticism takes the form of a claim that new methods should not be put to use until every aspect of their deeper theoretical or epistemological significance has been probed. This in some ways superficially attractive position seems to promise methodological rectitude. Oftentimes, however, it is merely a way of postponing consideration of new methods rather than engaging in a genuinely critical way with them. Indeed, what often seems to lie behind the cautious approach is a degree of insecurity about what might be required of the researcher. Empirical work requires skill, practice, tacit knowledge, and, perhaps especially with new methods, an ability to improvise and work around unexpected problems. However, with newer methods the necessary skills might be hard to acquire, while skilling itself has social consequences, serving to reinforce or undermine existing status hierarchies. Here again, the learning of new skills, and the weighing of the merits and demerits of new approaches against those traditionally used, emphasizes the importance of readily available information about recent developments.

Finally, although tomorrow’s innovation is the standard practice of the day after, one has to resist the temptation to offer quick fixes for today’s problems. This temptation exists because researchers with a project often cast around for new methods when they run into problems (Fielding and Lee, 1998). In this situation, of course, the unconsidered adoption of new ways of working typically confounds existing problems rather than solving them.

In the following pages we note some of the ground covered in this Handbook; the subheadings in the remainder of the chapter correspond to the main sections of the Handbook itself. To aid the reader, each chapter includes an Abstract, copious references to relevant Web links, and a Note of Further Readings. Terms that may be unfamiliar are subject of definition in the Handbook's Glossary. Visit the Handbook website to see the illustrations accompanying the chapters reproduced in full colour.
Designing Internet research

The ethical and legal terrain upon which social science researchers operate has changed markedly over the last few decades. One very obvious shift has been a move in many countries away from systems of ethical regulation that are ‘reactive’ in character and towards those which might more clearly be seen as ‘proactive’  (Lee, 1993). In the former case, the ethicality of research practice is seen largely to depend on professional self-regulation. Where difficulties arise, as the result of a complaint, for example, or the need to reconcile competing interests, matters are typically judged after the fact, sometimes, but not often, with the aid of arbitration or the intervention of someone who acts in an ombudsman role.  In proactive systems of ethical regulation, researchers are required to comply with certain standards before they begin their research. This usually means in practice submission of plans, proposals, and protocols to a review body charged with ensuring ethical compliance. The drivers for this change are various.  To some degree the shift reflects developments in biomedical ethics. While these were decisively shaped by the postwar reaction to concentration camp experiments and later scandals such as the Tuskegee Syphilis Experiment, they also reflect the growing internationalisation of clinical trials, and a concomitant harmonisation of ethical practice across a number of countries. Enhanced ethical scrutiny also sits well with a growing emphasis on the autonomy of research subjects, with moves towards a rights-based jurisprudence, and, perhaps less edifying, with a growing trend for institutions in higher education to be litigation-averse. 

Much of this, of course, predates the Internet, and affects research practice whether or not researchers use online methods. However, existing discussions of ethical practice tend to assume that the process of informing consent and ensuring continued consent is relatively straightforward since it takes place in the context of a relatively direct, unmediated encounter between researcher and research participant. In a similar way, discussions of privacy, confidentiality, and data protection assume a rather bounded and impermeable sphere within which resides personal information. As Eynon, Fry and Schroeder point out in their chapter, online methods challenge these assumptions, given the usually remote presence of the research participant, and the ease with which the Internet facilitates both the disclosure and accessibility of information and communication about all of this.

As researchers ponder the ethical implications of online methods, they are increasingly inclined to see such issues within a broader framework in which the moral, the ethical and the legal are intertwined. It is increasingly the case that matters relating to informed consent, privacy, confidentiality, intellectual property and copyright shade over and interpenetrate with one another. One useful feature of Andrew Charlesworth’s chapter on the legal aspects of online research is his reminder that while researchers are required to have regard to legal provisions relating to ethical regulation in their own country, the Internet operates at a truly global level. Moreover, in respect of issues such as data protection there are clear differences in approach, implementation, and doctrine between the United States and, for example, the countries of the European Union. Charlesworth rehearses many of the issues involved through a range of specific case examples. Although these are oriented to the situation in the United Kingdom, they can easily be adapted by researchers in other jurisdictions as a template for the consideration of the legal implications of online research. Both Eynon et al and Charlesworth emphasise the importance of continuing attention to ethical and legal issues throughout the life of a research project, avoiding the temptation to see such matters solely in terms of bureaucratic compliance.

One of the striking things about online research methods is their versatility and their range. Researchers from many disciplines, with varying methodological preferences, deploy a wide range of online research methods to an impressive variety of research problems. However, as Hewson and Laurent observe in their chapter, the apparent advantages Internet methods have over ‘traditional’ methods in terms of time, cost, and reach might be a temptation to unthinking use. The antidote to this possibility is careful attention to research aims and to the particular trade-offs that use of a particular method might imply. Hewson and Laurent organise their discussion of such issues along a continuum from methods that require a high degree of control over the research interaction to those such as more qualitative methods where levels of control are much less tight. At either end of this continuum one might have to trade the technical demands associated with a particular method and the limitations of its use against the range of possible data invoked by it. Embedded in these trade-offs are the design decisions that users of online methods will need to make. 

 A considered approach to research design helps us to collect data that are fit for purpose. Karsten Boye Rasmussen proposes a model of data quality as a basis for assessing the capabilities of Internet methods to generate reliable and valid data. Central to this model is the metaphor of the ‘data warehouse.’ Drawing on research on management information systems, Rasmussen emphasises the importance of taking into account a range of factors when assessing the suitability of Internet-based methods. These include economic factors (including the costs and consequences of holding inadequate data), the need for inputs and outputs that satisfy our purposes, and the importance of holding data about data and their production (‘metadata’ and ‘paradata’; see Couper, 2005).

Data capture using the Internet

We have emphasized that in this handbook we mostly have regard to the instrumental relevancies that surround the process of researching on, in, and through the Internet. As previously noted, this emphasis relegates matters of infrastructure to the ‘substrate’ level (Star, 1999; Star and Ruhleder, 1996). This is relatively easy to do, and indeed sensible, when dealing with mature or well-developed technologies. However, a concern for the potentialities of a developing technology like the Internet elevates infrastructural issues from substrate to ground level. Although it is tempting to think of the Internet as a vast cornucopia of data riches simply there to be consumed, as Alvaro Fernandes shows in his chapter, existing infrastructural constraints obstruct ready and unimpeded access to those riches. An important aspect of the Internet lies in the opportunities it presents for collaboration between researchers who are geographically remote from one another and for the integration of mutually relevant but discrete databases. Datasets are distributed widely across space and with differing means of access. The difficulty is that data reside in incompatible formats on different platforms and computing environments. They are accessed using many different kinds of query language and access tool. Researchers themselves collect data in different ways for different purposes and within different intellectual, disciplinary and methodological contexts. Fernandes addresses the gains to be made by ‘enabling’ datasets so that they become visible and accessible. Central to this is the notion of ‘middleware,’ that is software that performs a mediating role between different systems and programs. Fernandes looks at the potential of middleware to make tractable the kinds of problems that currently constrain data integration.

We increasingly leave digital traces behind as we use electronic communication systems. Welser, Smith, Fisher and Gleave in their chapter on computational approaches to studying the Internet observe that this tendency has an important advantage for social scientists. Some aspects of social interaction have traditionally been difficult to study due to their ephemerality. More and more, however, what, how, and with whom we communicate results in machine-readable traces. The social world, in other words, is increasingly becoming self-documenting and self-archiving. Ironically, in using digital traces as a resource, researchers might be trading the problems associated with ephemerality for those associated with the acquisition and management of the kinds of data now available. Welser et al point out that acquiring records of computer-mediated social interaction requires a variety of skills and tools, some of which might not be familiar to many social scientists. These might include the ability to write scripts to ‘scrape’ data directly from an online source, and to parse the results into an analytically useful form. Generally data are stored for manipulation and analysis in a relational database, SQL (Structured Query Language) databases being the most popular choice in this context. Welser et al provide in a clear and accessible way a general overview of these matters, before going on to discuss relevant analytic strategies. These include relatively straightforward visualizations based on descriptive statistics and ‘small multiples’, the term Edward Tufte (1983) uses to describe a data display using small thumbnail sized graphics side-by-side on a single page to facilitate comparison. While a strategy of this kind results in a ‘satellite view’ of the data, Welser et al are emphatic that the approach they have adopted lends itself to integration with more intensive, qualitative analyses. Issues do arise in their view, however, about the need to expand the skill sets and toolkits social scientists at present bring to their work.

Much social science ignores the extent to which we are all embedded in relational contexts. Yet, social networks are fundamental to social life, whether online or offline. Network analysis, as Bernie Hogan comments in his chapter, is a thriving area of research that emerged from the convergence of work on the mathematics of graphs with empirical studies of social relations by anthropologists and others. As its very name doubly implies the Internet is inherently relational. It is therefore not surprising that network analysts were drawn to the study of online phenomena such as e-mail, web linkages, and social networking sites. Obtaining data by self-report on individuals’ social networks can be methodologically tricky. Here, as in other spheres, the Internet provides a wealth of unobtrusive data, often of a directly relational kind, relating, for example, to who sends e-mail to whom. Illustrated by an examination of Digg.com, a website where users submit news stories and other content from anywhere on the Web, the popularity, and thus, visibility of which depends on ranking by other users, Hogan provides a useful primer on network analysis. He looks at the analytic choices one might make in studying an online network. Should one decide, for example, to focus on the relationships within a particular bounded population, the networks associated with particular individuals, or the relational paths one can follow out from a particular starting point? He points to the practicalities involved in extracting and managing data from online sites, and gives a useful outline of techniques for mapping networks, and for examining network properties. 

In the early 1960s Eugene Webb, Donald Campbell and a number of colleagues at Northwestern University participated in a seminar whose aim was to come up with ever more outlandish sources and methods for collecting data. Influenced by Campbell’s ideas on multiple operationalism (see, e.g., Campbell, 1988), the deliberately playful context of this exercise was meant as a rebuke to the rather dour methodological orthodoxy of the time and reflected a degree of hostility to interviews and questionnaires, the use of which had become increasingly dominant (Lee, 2000). Unwittingly echoing an earlier preference among sociologists for what W. I. Thomas (1912) called ‘un-designed’ materials, Webb et al catalogued in their celebrated book, Unobtrusive Measures (1966), a range of approaches that depended on finding research materials where they naturally occurred, retrieving routinely accumulated records, and capturing human behaviour through passive observation. As Dietmar Janetzko shows in his chapter the Internet provides in abundance sources of the kind Webb et al championed. Janetzko catalogues the various uses to which such data can be put and some of the difficulties involved in their use.

The Internet survey

Roger Tourangeau (2004, 776) observes that survey researchers have long capitalised on technological development:

... the widespread diffusion of telephones throughout American society led to the widespread adoption of telephone interviewing by survey organizations in the 1960s and 1970s; similarly, the development of desktop and laptop computing led directly to the development of computer-assisted telephone interviewing (CATI) and computer-assisted personal interviewing (CAPI), respectively. In CATI and CAPI surveys, each question appears on the screen of the interviewer’s computer and the interviewer directly keys in the answer. CATI became popular in the mid 1970s and, with the advent of lightweight laptops, CAPI caught on in the 1980s and 1990s.

Some indication of the growing popularity of what Tourangeau sees as a third generation of technologically-supported data collection methods can be found in the methodological literature itself. There is no agreed terminology for surveys conducted online. The phrases ‘web survey’, ‘Internet survey’ and ‘online survey’ tend to be used rather interchangeably. 

[INSERT TABLE 1 ABOUT HERE]

Table 1 shows the results of a Google Scholar search
 for each of these phrases, singly and combined, appearing in the title of social science articles in English for each year from 1994 to 2006. It should be clear from the table that there has been a steady and upward rise in the level of interest directed towards surveys using the Internet, whatever term is used to describe them. It is important to observe that discussion of Internet-based surveys should not be seen as eclipsing that relating to more established methods. Despite some signs of slackening interest in recent years, the corresponding figures in the Table for telephone surveys show this rather clearly. Nevertheless, one can readily concur with the observation made by Vasja Vehovar and Katja Lozar Manfreda in their chapter that surveys conducted via the Internet in whatever form are becoming increasingly important.

From one point of view, falling barriers to implementation made possible by Internet research methods might herald a democratisation of the survey (Couper, 2000). Individuals, groups, organisations and communities can do their own surveys for their own purposes. In addition, researchers in remote, small-scale or resource-poor environments are able to carry out work on a scale hitherto denied to them (Smith and Leigh, 1997; Kraut et al, 2004). As Kraut et al comment, however, in the absence of training and supervision users also forgo the quality control provided by peer reviewers and supervisors. Nevertheless, where there is a rapid influx of newcomers to a field, it is not unusual to find change being driven by enthusiasm or opportunism rather than experience. Now, this is not, of course, necessarily a wholly bad thing. Existing ways of doing things and the interests that support them often act as brakes on innovation. However, the price of enthusiasm or opportunism is frequently hype, the over-claiming of potential benefits and under-acknowledgement of potential problems.

Vehovar and Manfreda provide an antidote to hype with their judicious overview of the issues surrounding the deployment and use of survey methods through the medium of the Internet. Looking at Internet surveys within the overall context of CASIC (Computer-Assisted Survey Information Collection), they point out that, with the growth first of e-mail surveys and now web surveys, researchers have available to them some of the traditional benefits of self-completion methodologies, but with considerable advantages over conventional paper and pencil methods. These advantages include cost and error reduction, possibilities to increase respondents’ motivation and understanding, and the ability to use advanced design features not available within non-digital contexts. Moreover, further technological developments might make possible survey delivery via interactive audio or video methods, as well as new data collection platforms such as mobile phones. On the other hand, if researchers are to make effective use of online survey methods, they need to confront a range of issues and challenges. Among the considerations outlined by Vehovar and Manfreda, and taken up in detail in each of the other chapters in this section of the Handbook, are issues to do with sampling, with how design elements are used within a survey instrument, and the choice of suitable survey software.

The ideal situation from a survey researcher’s point of view is to be able, unproblematically and with minimum effort, to sample randomly from an entire population or universe of interest. Being able to do so allows appropriate inferences to be drawn from sample to population. The Internet can minimise some of the effort involved in obtaining respondents. Unfortunately, its reach does not extend equally to all sectors of the population.  Those who have access to the Internet differ in their social characteristics from those who do not. Thus far, and even in the most developed countries, the Internet has tended to be the preserve of males, the young, the educated, and the affluent. Clearly, that pattern is shifting, although countries differ rather markedly in terms of the specific trends found within them. Chen and Wellman (2004) see differentials in Internet access by socioeconomic status declining for the US and Japan, but increasing in other countries. While the gender divide remains wide in countries such as Germany and Italy, they find it narrowing elsewhere, and to be at parity for the United States. The tendency for Internet users to be young is declining, although persistent disparities still remain. Broadly speaking, it remains the case that there are higher rates of Internet access in affluent rather than poorer regions. 

Were Internet access to reach the kinds of saturation levels seen in developed countries for technologies such as television and the telephone, concerns about sample biases associated with Internet surveys would be ameliorated. However, that prospect is still some way off. There is some evidence to suggest that close-to-saturation levels of Internet access have already been reached for high income groups in the United States. Rates of uptake by those in the lowest income group may, however, be slowing down (Martin and Robinson, 2007).

In his chapter on sampling methods for web and e-mail surveys Ron Fricker swiftly but carefully rehearses the fundamentals of sampling before going on to review the applicability of a range of probability and non-probability sampling methods to online surveys. He profiles the various methods of sampling that might be used and looks at the issues and challenges associated with their use. Fricker makes the point that traditionally the costs associated with large surveys encouraged careful consideration of sample design. Because the Internet has lowered costs, there might well be a temptation to give matters less careful consideration and to institutionalize bad practice, such as the tendency to misrepresent convenience samples in terms of sampling error, but not in terms of bias. One should perhaps make the additional point here that the social acceptability of particular methods depends on good practice. To take an example, a number of writers see the proliferation of web surveys as having negative effects similar to those resulting from the impact of telemarketing on telephone surveys (Couper, 2000; Tourangeau, 2004). Where potential respondents are bombarded with requests for their time, avoidance of all requests rather than judicious selection between them is likely to become a norm. As a result, '... while Web surveys in general may become increasingly easy to do (both cheaper and quicker), good Web surveys (as measured by accepted indicators of survey quality) may become increasingly hard to carry out' (Couper, 2000, 465).

Embodied, for example, in notions such as Dillman’s ‘Tailored Design Method’  is the idea that paying careful attention to the implications for response of every aspect of the material presented to a survey respondent is repaid by an increased likelihood of response (see, e.g., Dillman 1991, 233).  Sloppy, unconsidered or unmindful work will almost inevitably attract penalties in terms of response rate and sample bias. It is important too in survey research that what is presented to respondents is standardised. In other words, uncontrolled variations in how a questionnaire appears should be minimised. Web-based survey methods make the construction and delivery of questionnaire instruments relatively easy. What is difficult to ensure is that everyone sees the questionnaire as its designer intended it to be. The problem arises from the variability of software and hardware used by respondents when responding to a questionnaire. For example, design elements on a web questionnaire can appear differently depending on the browser a respondent is using. Reflecting the dominance of Microsoft operating systems, something approaching 80% of users utilise as their web browser one of the various flavours of Internet Explorer. Even if we disregard the fact that different versions of Internet Explorer have different interpretations of HTML and other web standards, this means that one-fifth of users rely on other browsers, such as Firefox, Opera, and Safari (on browser market share, see, for example, http://marketshare.hitslink.com/report.aspx?qprid=3). Researchers can also find themselves hampered, as Enticott (2002) did, by respondents’ poor information technology skills and reliance on outdated hardware and software. Enticott makes the point that for issues like outdated technology the magnitude of the problem often cannot be determined in advance of the data collection. He was reliant in these cases on problems being pointed out by respondents. Samuel Best and Brian Krueger provide much useful advice in their chapter about design elements in online questionnaires. In particular, they point to ways in which audio and visual stimuli can be used without making heavy demands on respondents and on their computers. 

There is now quite a large volume of software for developing, conducting, and analysing online surveys. In addition many vendors now offer survey hosting arrangements of varying degrees of complexity. Finding a way through the thicket of competing products, options and choices can be difficult. The chapter by Lars Kaczmirek provides much needed guidance. In it he surveys the terrain, identifying the needs of different kinds of user. Surveys, Kaczmirek notes, have a typical life cycle that proceeds from preparation through set-up, data collection, processing and analysis to data deposit and further analysis. He uses the notion as a way to address the capabilities of available products and the software issues and concerns that need to be addressed by researchers at every stage of the process.

Virtual ethnography

Ethnographers have long been drawn to those areas of social life that are novel or marginal in some way. It is perhaps, then, not entirely surprising that in the 1990s researchers began to explore the then new and exciting world of cyberspace. In her chapter on virtual ethnography, Christine Hine notes that this work was shaped by science fiction writing and by a reaction to the notion that online interaction was somehow impoverished by its lack of a visual component. As a result, researchers who studied social interaction on the Internet tended to emphasise notions of online community. Hine argues that this work helped to legitimise the application of ethnographic approaches and sensibilities to the study of online environments. More recent work, in her view, has taken a critical turn towards looking at the economic, social, and political contexts within which online activity takes place. Methodologically, this shift of emphasis entails a focus on the interrelationship between online and offline worlds.  In addition, virtual ethnographers face particular challenges because of the nature of the medium they research. The ability to ‘lurk’ online has implications for trajectories of acceptance of the researcher by the researched. There are difficulties associated with the establishment of trust and the verification of identity, and the fluid nature of online communities compared with those offline can create problems in relation to informed consent. Despite this, Hine does not see radical discontinuities between virtual ethnography and conventional ethnographic practice. For her, virtual ethnography is best thought of as an 'innovative practice in a recognisable tradition'.

When in sociology qualitative interviewing in a recognisably modern guise first appeared in the 1920s, it replaced a method, the life history, in which data were collected in a written form in response to a written schedule of questions. The move towards collecting data face-to-face and in real time had profound consequences for research practice in the social sciences, the more so after reliable recording technologies became available from the middle of the twentieth century onwards (Lee, 2004; 2005). Indeed, to a remarkable extent, mainstream social science has come to rely heavily—some would say too heavily (Silverman, 1997)—on the interview as a data collection method. In a sense, early attempts to interview online which used e-mail to set questions returned in a written form after a period of time, reproduced the methods used before interviewing became popular. However, as O’Connor, Madge, Shaw and Wellens point out in their chapter, online synchronous interviewing, where interviewer and interviewee interact remotely but in real time, is still relatively novel. This is in part, they suggest, because technologies such as chat and instant messaging that facilitate such interviewing emerged somewhat later than asynchronous forms of communication like e-mail. As O’Connor et al observe, so far there is little in the way of established methodological practice to guide researchers wishing to interview online. Inevitably, to date, the tendency has been to adapt offline practice to online contexts. However, in face-to-face mode, interviewers can use visual cues and the immediacy of feedback in ways that are not currently possible with online methods. As a result, the eliciting of informed consent, the meaning of silence, and the processes by which rapport can be established are all problematic in online interviewing environments. O’Connor et al discuss a range of strategies they have adopted in their own work for dealing with such issues. Usefully, too, they discuss the software resources needed to conduct online interviews and look forward to what is likely to be a rapidly changing methodological terrain.

In some ways the focus group seems like a quintessentially face-to-face method. It depends on leveraging, through careful negotiative work by a moderator, the interactional dynamics in a group setting in ways which increase, it is assumed, the flow and quality of the data. Moving the focus group online has important potential benefits. These include widening the geographical spread of participants, including to the international level, and reducing the time, cost and effort associated with recruitment. Yet, as with the asynchronous online interviews discussed by O’Connor et al, the absence of visible presence produces a variety of difficulties which the moderator must confront in a conscious and reflexive way. In his chapter, Ted Gaiser walks the reader through the process of establishing and moderating an online focus group, looking at the organisational, interactional, and technical challenges involved.

Blogs are now a ubiquitous feature of life online. What purposes might they serve for social scientists? Rather obviously, as in mainstream blogging, they might serve as vehicles for the expression of opinion and the dissemination of information. However, as Nina Wakeford and Kris Cohen point out in their chapter on using blogs in research, their potential uses in social science research remain to be examined. Drawing on the notion of ‘fieldnotes-in-public’ and using Cohen’s own research blog, PhotosLeaveHome, as an example, Wakeford and Cohen look to the blog as a space for reflexive writing. They discuss too how, at least with relatively non-sensitive research topics, blogs can serve as a focus for engagement between researcher and research participants, and as a possible means by which widely dispersed research teams can collaborate. Inevitably, much of what they have to say remains at this stage speculative. Relative to other topics discussed here, the research uses of blogs remain relatively novel. Hopefully, the blogosphere will continue to be the site of further exploration and experimentation.

Schroeder and Bailenson discuss research uses of multi-user virtual environments (MUVEs), a relatively new area of study that stands at the boundaries of a number of social science and non-social science disciplines. Traditionally associated with the notion of virtual reality, MUVEs are online environments in which users have a sense of being physically present within a digitally generated space. Since such environments now offer the possibility for persons to be co-present in the virtual environment, they offer intriguing possibilities for research into, for example, small group interaction. Within the limits presented by the print medium, Schroeder and Bailenson give a very clear sense of how these environments operate, and discuss the findings of a number of the experiments conducted within virtual worlds. Indeed, one can see some possible implications for a number of the issues discussed in relation to online interviewing. How far, for example, does the loss of visual cues in interaction actually matter? Perhaps there is here a beckoning research agenda?

Matthew Miles (1983) saw qualitative data as an ‘attractive nuisance’, attractive in terms of depth and richness, a nuisance because relatively intractable to analysis when in raw form. More recently, computer-based methods have provided qualitative researchers with a range of strategies for data reduction (although not always without controversy; Lee and Fielding, 1998). As Hindmarsh points out in his chapter on distributed video analysis, a tradition of research associated with ethnomethodology and conversation analysis has tended to be resistant to such strategies. Because of their focus on small slices of locally situated and occasioned interaction, workers in this field prefer to use video data because it allows recurrent viewing and inspection of the data with a high degree of granularity. For these purposes, at least until recently, software for video editing and production rather than dedicated qualitative analysis tools tended to be used. As Hindmarsh notes, the analytic needs of such users also intersected with the development of an institutional form within the field, the ‘data session’ in which researchers collectively and collaboratively viewed video materials for the purpose of analysis. Such sessions require both the physical co-presence of participants and a means of interacting with the video in immediate and complex ways. Hindmarsh describes recent technological developments that provide tools for allowing colleagues physically remote from each other to collaborate in a highly interactive and responsive manner in the analysis of visual data.

The Internet as an archival resource

For many people, a growing environmental consciousness has encouraged the reuse and repurposing of existing resources. In the social sciences, however, using previously collected data as a resource for further study is scarcely new. There are some obvious benefits to the practice. Keith Cole, Jo Wathan and Louise Corti point out in their chapter on accessing data for secondary analysis that collecting large-scale survey data can be staggeringly expensive. Returning to data already available, rather than collecting similar data anew, represents value for money. Since many large scale surveys are collected recurrently and data are increasingly being generated on a global scale, the availability of such data in archives allows individual researchers access to data sources of a size and complexity they could not hope to assemble on their own. As Cole et al also point out, data collected in the past can be combined to provide information about trends that cannot be collected retrospectively and, provided comparability exists between studies, data can be aggregated to provide reliable information about subgroups too small to appear in large numbers in a given study.

One suspects that there is unlikely to be much nostalgia among secondary analysts for the data archive of the pre-Internet era with its difficult to search paper-based data catalogues, its documentation by the kilo, and costly and time consuming data distribution methods. For Cole et al, the Internet has heralded a ‘new generation’ of data services including online data exploration and cross-archive searching. Using the UK’s Economic and Social Data Service (ESDS) as a case study, Cole, Wathan and Corti explore how the Internet has moved data archives beyond their original remit as sites for data storage and dissemination. They look at how users find, access and use data online, and describe the provision of specialist services relating to longitudinal data, international macro-level data for comparative research, and qualitative data. Cole et al point to how the emergence of the Grid or cyberinfrastructure produces new possibilities for data integration.

The issue of how far qualitative data might lend themselves to secondary analysis has been a somewhat contentious one in the field. While he recognises the sensibilities some qualitative researchers have in relation to the issue of secondary analysis, Carmichael underlines the diversity of form, purpose, and content that can be found in existing collections of qualitative data. Like Cole et al, he takes a case study approach to exploring the impact of the Internet on the storage and reuse of qualitative data, using as exemplars a large multimethod school-based project, accounts by survivors of the Rwandan genocide, and the development in electronic form of a paper archive envisaged from the beginning as being a potential vehicle for secondary analysis. Given the computational requirements of survey analysis, survey data for many years have been rendered into digital form. By contrast, many datasets of interest to qualitative researchers exist in paper form and need to be converted to a digital format, a process that adds some layers of complexity to the processes involved in making them suitable for use by a secondary analyst. If data are to be re-used, it is necessary for them to be adequately described. Carmichael discusses in a non-technical way a variety of means for data description, and their relationship to existing and emerging network technologies. What is opened up here, in Carmichael’s view, are interesting possibilities for the provision of data interrelated in highly complex and novel ways. Such possibilities, however, bring with them challenges in terms of the initial gaining of consent for the data to be gathered, procedures for accessing the data, and for their ethical re-use. Carmichael shares the view expressed by Cole et al in their chapter that data archives will increasingly move away from storage and curation. In the future, he sees them taking a much more active role in configuring relationships between data, metadata and paradata. He sees, too, a greater engagement with data producers and users, arguing that, in the process, deeper understandings will emerge of the epistemological and methodological challenges associated with secondary analysis.

In-car navigation systems and GPS-enabled smartphones have increased our awareness of the spatial in our everyday lives. There is now on the Internet a great deal of geographic data that potentially could be put to use by researchers from many different disciplines and with a wide variety of substantive interests. The sources of such data range from portals maintained by national statistical agencies to ‘informal’ sites, perhaps linked to a particular community. In their chapter on geographic resources, David Martin, Samantha Cockings and Samuel Leung provide a guide to the material available, and to the tools, ranging from Google Earth to sophisticated GIS programs, that are available to manage and analyse such data. Martin et al are enthusiastic about the possibilities all of this opens for greater use of geo-referenced data by social scientists. One also notes a cautionary tone in their chapter. When dealing with spatial data there are issues to do with scale, projection, accuracy, and precision that might not be apparent to non-geographers. Martin et al provide a helpful guide to the complexities. That is also the business of Bert Little and Michael Schucking in their discussion of data mining, to cut through the technical complexities and treat the techniques in terms of their analytic potential. In their estimation, data mining is all the old things analytical combined with new technological capabilities. They show just what advanced but well established techniques, and just what innovative applications, data mining offers to enable, promoting a system of 'soft metrics' appropriate to the nature of social science data.

There is now a slew of sites on the web dedicated to ‘life hacking’, ‘productivity zen’, ‘inbox zero’ and similar topics (see, e.g., http://lifehacker.com/; http://zenhabits.net/; http://www.43folders.com/izero/). What these sites focus on, among other things, are ways of dealing with the incessant and growing torrent of digital information that many people feel is poised to overwhelm them. As a cultural phenomenon, the bending and blending of expressive means to instrumental ends and instrumental means to expressive ends characteristic of these sites might repay careful study. The anxiety they touch on, however, is probably one that will be shared by many researchers. Ed Brent begins his chapter on approaches to online research based on artificial intelligence by observing that the notion of a ‘dataset’ thought of as a fixed time-bound collection of information is in danger of becoming obsolete. More and more, we deal with digitized data flows. In this context, according to Brent, 'the issue is now less how to collect data and more how to analyze it'. So, how might we deal, for example, with large volumes of data flowing on a regular basis from sources such as news feeds? Brent suggests that the answer lies in analytic processes that are automated in some way. More specifically, he points to the research uses of ‘intelligent agents’, forms of software capable of monitoring data flows and learning from the information within them in ways that serve the researcher’s data analytic goals.  

Brent sees a crucial difference between what he calls a ‘paradigmatic approach’ and that of the ‘semantic web.’ In his view, the semantic web, which opens up the Internet to search via intelligent agents through the development of standardised protocols, has a number of disadvantages. In particular, it requires attempts to impose standardisation on something that is highly decentralised, the process of developing web pages. Brent’s preferred strategy, the paradigmatic approach, makes use of natural language processing and other artificial intelligence techniques to develop a means for coding data as it flows towards capture by the researcher. Brent sees the vision he sets out as one that will become increasingly important in the future. Inevitably, concerns arise about privacy, intellectual property, and about the possible deskilling of researchers. Nevertheless, the possibilities are intriguing.

The future of Internet research

In thinking about technological innovation in social research, it seems important to steer a path between a number of different positions. As we earlier observed, one of these is naive enthusiasm, simply responding to the latest fads and foibles, but equally, the understandable caution of the methodologist should not obstruct engagement with the new. Crouchley and Allan's chapter looking at the potential of Grid technologies for longitudinal statistical modelling might be seen as something of a manifesto. For them, the Grid, or cyberinfrastructure (to use the preferred term in the US), offers a vision for a social science of the future. The Grid combines high performance computing and collaboration resources in a way that makes possible access to very large quantities of complex data and the means to manage and analyse them. The ability to deploy the power of the Grid will make possible, Crouchley and Allan suggest, the use of analytic techniques at present beyond the capabilities of existing computer resources. The importance of this is that it will give researchers a handle on complex, often policy related, questions which require the tracing and resolution of a large number of intricate causal relationships. Typically, questions of this sort are of interest to social scientists across a broad spectrum of disciplines and specialisms. Setting out in a broadly accessible way the possibilities they envisage, Crouchley and Allan see Grid technologies as eventually allowing the availability, via standard desktop applications, of the means for the collaborative and collective analysis and interpretation of complex social data.

Take-up of Grid technologies occurred relatively early on in the physical sciences and in engineering, less rapidly in the social sciences. For social scientists, as Crouchley and Allan’s chapter suggests, there are some rather obvious benefits for those involved in complex quantitative analysis. It might be thought, though, that cyberinfrastructures offer little to qualitative researchers. Fielding and Lee suggest otherwise in their chapter entitled ‘Qualitative e-Social Science/cyber-research'. While they acknowledge that computational applications remain a minority interest so far for qualitative researchers, they map out the existing terrain, and look forward to future developments. Some of the issues relating to the secondary analysis of qualitative data have been touched on earlier. The possibility of remote access to such data sources which themselves may exist in dispersed form raises those issues anew, but opens up interesting opportunities for collaborative work. To some extent, the reliance of qualitative researchers on textual data reflects the difficulties of working directly with graphical images, with audio and with video. New developments make possible new ways of working including the linking of disparate sources and types of data, working in real time if need be. Grid technologies, too, open up data collection possibilities for qualitative research. The Access Grid allows real time audio and video data to be exchanged between computers. It has already proved its usefulness as a tool for cross-national interviewing, albeit with elite populations who have access to the still comparatively rare, though increasingly available, technology. In sociology, the development of qualitative methods by researchers at the University of Chicago in the early part of the twentieth century was closely intertwined with then currently fashionable ecological ideas. The use of Grid-enabled remote sensing devices for data logging makes this connection visible again. At every stage in their use of Grid technologies, however, researchers will need to confront new ethical dilemmas, and issues to do with privacy, and intellectual property. As Fielding and Lee conclude: ‘Current computational developments are creating a "universal grammar" for distributed and pervasive computation but cannot specify the syntax or semantics’. 

Hardey and Burrows describe a number of recent trends the convergence of which creates, in their view, challenges for traditional academic disciplines like sociology. First of all, they see a tendency, at least in some countries, to make available to the public increasing amounts of social and, especially, cartographic data. Second, they identify the development of an Open Source culture oriented to the development of freely available data management and analysis tools and the distribution of information. Where these tendencies come together is in the growing use of ‘mash-ups’, the bringing together of content from more than one source of data to produce an integrated representation that is often visual in character. Much of this they think presages an emerging culture of what they call ‘public social research.’ The co-operative, globalised, playful character of this culture might, in their view, present challenges to the expertise claimed by social scientists. To be sure, most of the examples Hardey and Burrows give are ad hoc, localised, and instrumental (and not always in a socially inclusive way) and do little to undermine the credentialisation which forms the basis of most academic claims to expert knowledge. What their chapter does, however, is to raise the issue of how social research might fruitfully engage with an ongoing democratisation of data and its uses, rather than standing aloof from it.

Like Hardey and Burrows, Fischer et al see what they call ‘Internet and related communications technologies’ (IRCT) as heralding a sea change in how social scientists study the social world, while at the same time producing new foci for social research itself. In looking into the future of online research methods, Fischer et al suggest that short term trends, at least, are probably foreseeable from an inspection of what is happening now at the cutting edge (much of which is represented in this Handbook), even if extrapolation into the medium term future remains problematic. What does seem clear is that continuing developments in new technology will have implications right through the research process from the collection of data, through its handling, manipulation and analysis, to the processes by which findings are disseminated. Moreover, beyond the execution of research, new possibilities will open up for the design, conceptualisation and theorisation of research. An important aspect of this, for Fischer et al, is the growing ubiquity of new communication technologies. This will have implications, not only for how researchers communicate and collaborate with one another, but for the nature of the research relationships at the point of data collection. Data collection itself will become more ubiquitous, more directly embedded and routine, and, again to echo Hardey and Burrows, a more widely distributed feature of society as a whole. Both the management and analysis of data will likely be affected by the ability to harness artificial intelligence and the availability of folksonomic categorisations. Throughout all of this, the ethical issues that will arise will be complex, difficult, and challenging. To bring the Handbook to a close, Grant Blank takes a step back from futurology to the present in order to weigh up the present value of Internet research methods, comparing the maturity of quantitative and qualitative online methods. He develops three main themes in assessing the present state of the online art: issues relating to the volume of data, issues relating to the availability of additional computer resources, and issues relating to resolution of the qualitative analysis bottleneck.

Conclusion

As a technological and methodological arena, the Internet is in its infancy. There is no reason to suppose that it will cease in the near future to change, enhance, or transform research practice. To date, the use that researchers make of the Internet has tended to reflect their disciplinary backgrounds and methodological commitments. For some, the excitement of the Internet lies, not in its capacity for primary research, but in its character as a vast and ever-growing repository of already existing information and data. The Internet provides psychologists with a space for experimentation that extends far beyond the walls of the conventional laboratory, and a traditional reliance on undergraduate research subjects. Survey researchers value the potential reach of the Internet and the level of control it gives them over cost and the particularities of data collection. Ethnographers of varying disciplinary hue, meanwhile, find in the Internet a plethora of virtual field sites ripe for the novel understanding of interaction, culture, community, and identity, and are attracted by 'the apparent abilities of the Internet to sidestep, transform, highlight or reinvent some traditional political formations, identities and inequalities’ (Hine, 2005, 242). Through all of this, however, runs a series of common themes.

One is that it is important for researchers to understand the interrelationship between online and offline worlds. This interrelationship is shaped by many factors that in their grossest form yield very obvious patterns of access and lack of access to new technologies. An obvious methodological implication of this is the need to make greater use of mixed mode and mixed method studies. This in its turn points to the importance of more systematic comparison of online methods against their offline equivalents. However, it is clear that, just as in developed countries at least, existing digital divides will moderate, those divides might well be recreated in different forms as the technologies themselves change. This will perhaps be most obviously so as people’s lives online move away from being conducted within the framework of a predominantly text-based medium to one based around pervasive, mobile, increasingly synchronous audio and video communication. This shift has an obvious attraction for social scientists for it chimes with the remarkable, if somewhat unnoticed, extent, to which mainstream social research in disciplines like sociology had by the last third of the 20th Century become largely identified with methods, such as the interview, that elicited data face-to-face, or at least voice-to-voice, directly from research participants. What is not inconceivable is that the current divide between information-rich and information-poor will become increasingly one between communication-rich and communication-poor.

All the way through this Handbook, authors, even when dealing with relatively technical matters, have recurrently pointed to the ethical implications of technological change, particularly in relation to privacy and confidentiality. The future possibilities here seem especially murky. A recent report by the Royal Academy of Engineering in the United Kingdom into the relationship between technological change and issues relating to privacy and confidentiality makes the point that the relationship between technologies for handling, disseminating, and protecting data—‘processing technologies’, ‘connection technologies’ and ‘disconnection technologies’— is a complex one  (Royal Academy of Engineering, 2007). The report goes on to observe that it is difficult to see how that relationship will develop in the future. Perhaps, it suggests, in a twist on conventional understandings of a ‘Big Brother’ society, one will see the massive and ubiquitous electronic surveillance of everyone by everyone else. Also possible is what it calls a ‘Little Sister’ scenario, in which there is extensive use of connection technologies but the extent to which they are vulnerable to unauthorised access or the subject of coordinated surveillance by the state or anyone else is limited (Royal Academy of Engineering, 2007, 21). Perhaps, we will see simply a continuation of the rather ad hoc and uncoordinated situation of the present in which neither the benefits nor disbenefits of communication technologies are fully realised. A strong grasp of the technologies, techniques and procedures of online research methodology is one means within our reach to ensure that, whatever the state of the online world in general, its research dimension will be as securely founded as possible. 
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Table 1: Results of Google Scholar search on 'web survey', 'Internet survey',  'online survey' and ‘telephone survey’

	Year
	Web Survey
	Internet Survey
	Online Surveys
	Web, Internet and Online combined
	Telephone Survey

	2006
	241
	219
	686
	1146
	1350

	2005
	204
	206
	698
	1108
	1460

	2004
	167
	198
	491
	856
	1440

	2003
	146
	190
	358
	694
	1330

	2002
	122
	115
	293
	530
	1210

	2001
	73
	80
	168
	321
	1110

	2000
	52
	65
	93
	210
	1050

	1999
	26
	40
	53
	119
	807

	1998
	25
	27
	19
	71
	646

	1997
	17
	13
	6
	36
	496

	1996
	6
	12
	6
	24
	375

	1995
	2
	6
	4
	12
	325

	1994
	1
	1
	2
	4
	313

	Total
	1082
	1172
	2877
	5131
	11912


�  For a discussion of some of the limitations of Google Scholar in work of this kind, see Harzing, Anne-Wil (2007). Harzing notes that coverage of the social science literature is somewhat more extensive in Google Scholar than in Web of Science. However, she points to a lack of transparency by Google in relation to how references are acquired, updated, the methods used for dealing with duplicates. There is no reason to believe that any of these factors differentially affect the patterns found for particular methods. (See also: http://www.websm.org/index.php?fl=1&nt=9&sid=112.) However, articles comparing more than one data collection method may be multiply-counted.
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